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Highlights
While there is little controversy that the
brain is topographically organized into
distinct areas integrated into networks,
the unique contribution of each area to
behavior is yet to be elucidated.

Diverse lines of research using different
approaches have contributed to
numerous behavioral associations for
any brain area.

Emerging databases of task-based
activation data offer the possibility to
It is often said that there are two types of psychological processes: one that is
intentional, controllable, conscious, and inefficient, and another that is unin-
tentional, uncontrollable, unconscious, and efficient. Yet, there have been
persistent and increasing objections to this widely influential dual-process
typology. Critics point out that the ‘two types’ framework lacks empirical
support, contradicts well-established findings, and is internally incoherent.
Moreover, the untested and untenable assumption that psychological phenom-
ena can be partitioned into two types, we argue, has the consequence of
systematically thwarting scientific progress. It is time that we as a field come
to terms with these issues. In short, the dual-process typology is a convenient
and seductive myth, and we think cognitive science can do better.
characterize the engagement of brain
regions across a broad range of
experimental behavioral conditions.

New large samples of both imaging
and phenotypical data provide an
opportunity to complement the activa-
tion pattern by examining cross-sub-
ject associations between imaging-
derived neurobiological markers and
ecological behavioral characteristics.
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‘My problem is that I have been persecuted by an integer’. – George A. Miller.

A Tale of Two Types
We humans have a penchant for binaries. We think in terms of either-ors, this-and-thats, on-the-
one-hands,andon-the-other-hands,compensating forour limited informationprocessingcapac-
ity [1]bydistillingnature’scomplexitydowntosimpler,moremanageablestructures.Scientistsare
noexception.Manyyearsago,AlanNewell [2] remarkeduponpsychologists’habit ofconstructing
binary oppositions – nature versus nurture, serial versus parallel, peripheral versus central, and so
forth. So it was not surprisingwhen, at the dawn of the cognitive revolution, a distinction emerged
between two types of psychological processes (Box 1). One type was said to be efficient,
unintentional, uncontrollable, and unconscious (Type 1). The other was described in precisely
the opposite terms: inefficient, intentional, controllable and conscious (Type 2).

This dual-process typology has grown more popular with each passing decade [3]. In just the
past 5 years it has shaped empirical and theoretical work on emotion [4], morality [5,6],
alcoholism [7], drug abuse [8], personality [9], religiosity [10], judgment and decision making
[11–14], reasoning [15–17], lie detection [18], autism [19], advertising [20], close relationships
[21], interview bias [22], criminal behavior [23], evolutionary modeling [24–26], and drift diffusion
modeling [27]. Identifying the neural underpinnings of the two types of thought has been called
a top priority for neuroscience [28], and Daniel Kahneman’s best-selling book, ‘Thinking, Fast
and Slow’, canonized the distinction for experts and laypeople alike [29]. In 2015, the World
Bank issued a report calling for decision makers around the globe to use more Type 2 thinking
in order to avoid the errors associated with Type 1 thinking [30] (Box 2). In the same year, the
Institute of Medicine released a report urging health care providers to use Type 2 thinking
instead of Type 1 thinking to avoid deadly mistakes [31].

Popularity of this magnitude is typically reserved for ideas that have withstood decades of
conceptual scrutiny and empirical vetting, so it is no surprise that the Type 1/Type 2 distinction
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Box 1. Origins of the Dual-Process Typology

The Type 1/Type 2 distinction, and dual-process theories in general, emerged during a very fertile theoretical period in
the mid-1970s. LaBerge and Samuels [117] found that words automatically activate their internal semantic representa-
tions, as presaged by the Stroop [118] color–word effect. Posner and Snyder [53] then presented the first dual-process
model, with (i) an automatic spreading-activation process that is efficient, can occur without intention and conscious
awareness, and runs to completion without controlled guidance; and (ii) a conscious, limited-capacity attentional
mechanism that is relatively inefficient, intentionally activated, and controlled, which can override the automatic process
given enough time to do so. Neely experimentally tested this model [54,55] and showed how the two types of
processing interact. Then came the classic work on automaticity by Shiffrin and Schneider [56], who presented
extensive experimental evidence on the conditions under which fast, efficient and parallel processing capabilities
develop.

From these studies emerged the canonical sets of qualities that ostensibly differentiate the two types of human
information processing [32,33,43]. One (Type 1) is triggered by the stimulus itself so it does not require the intention that
it occur; it cannot be controlled (stopped or altered) once it has started; it is efficient, using minimal working memory
capacity; and it requires little conscious awareness. The other type (Type 2) requires an intention that it occurs and thus
cannot be triggered directly by the stimulus; its operation can be controlled (stopped and/or altered) after starting; it is
relatively inefficient, occupying limited processing resources and thus interfering with other ongoing mental tasks; and it
occurs consciously, so one is phenomenally aware of the process and can verbally report on it.

The popularity of the Type 1/Type 2 distinction subsequently grew hand-in-hand with the rise of dual-process theories.
Unlike the dual-process typology, which simply posits that processes can be partitioned into two particular categories,
dual-process theories make additional predictions about the operations of the two categories, such as how they
interact, the contents on which they operate, their neural correlates, the nature of their underlying computations (e.g.,
associative vs. rule-based [119]), and so forth. Today, the dual-process typology is the unifying factor of a wide range of
dual-process theories [120].

Because our critique is of the dual-process typology, we do not address the unique claims that individuate the various
dual-process theories. However, other researchers have examined the evidence for specific dual-process theories and
revealed that it is equivocal at best, and frequently more consistent with single-process or multi-process alternatives [e.
g., 35,37–39,44–51]. We highly encourage the reader to consider these critiques of specific dual-process theories
alongside our arguments against the underlying typology.
has a reputation among many researchers of being uncontroversial, even axiomatic. But this
reputation, it turns out, is undeserved. For over 30 years now, detractors have been offering
compelling reasons to doubt whether the dual-process typology is a valid approximation of
human cognitive architecture [32–52] (Box 3). Indeed, the immense popularity of the dual-
process typology belies two inconvenient truths: there is no evidence that processing features
cluster together into two groups; and there is substantial evidence that they do not.

Our goal is to bring these truths to light. First, we reveal that the dual-process typology, to the
best of our knowledge, has never been tested, and may not be testable. Then, we offer an
account of how the typology rose to prominence in the absence of direct empirical support.
Finally, we review the many findings that oppose the dual-process typology, and conclude that
we as a field should no longer assume that mental process can be partitioned into the
categories Type 1 and Type 2.

The Alignment Problem
The central premise of the ‘two types’ framework has to do with alignment, or the degree to
which the attributes within each category co-occur. With four sets of binary features there are
24 = 16 possible combinations, or types of processes. The dual-process typology stipulates
that the attributes within each category are aligned such that most processes occupy 2 cells of
this 16-cell matrix [40]. On the face of it, it seems unlikely that 14 of the 16 possible types are
rare or nonexistent. What, then, is the empirical support for this surprising claim?
2 Trends in Cognitive Sciences, Month Year, Vol. xx, No. yy
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Box 2. The Good/Bad Fallacy

Historically, there has been an additional distinction between the two types of processing: Type 2 processing is good in
that it generates rational judgments and decisions, whereas Type 1 processing is bad and error-prone [121,122]. This
distinction is central to numerous dual-process theories [123–126], and Morewedge and Kahneman [127] explicitly
state that Type 1 processing makes the errors, whereas Type 2 processing corrects them.

This is perhaps the most persistent, and dangerous, oversimplification of all. Even proponents of the Type 1/Type 2
distinction have lamented the perpetuation of this myth: ‘Perhaps the most persistent fallacy in the perception of dual-
process theories is the idea that Type 1 processes (intuitive, heuristic) are responsible for all bad thinking and that Type 2
processes (reflective, analytic) necessarily lead to correct responses’ [128]. Calling Type 2 thinking good is to champion
motivated reasoning, the domain of self-serving rationalizations and of finding creative self-serving justifications for
choices and policies that help oneself or one’s group at the expense of others. Indeed, when pursuing any goal (e.g., to
be fair, lose weight, pass an exam, or help someone in need) in the face of temptation (e.g., to cheat, eat dessert, go to a
party, or to stay out of harm’s way), we often fail because Type 2 thinking produces self-sabotaging rationalizations:
‘Most people are selfish, so why should I be fair?’; ‘I deserve a slice of cake’; ‘It would be rude to miss the party’;
‘Somebody else will help so I am not needed’. It is precisely because Type 2 thinking is so facile in finding such
rationalizations that deliberate, effortful thought can be a hindrance to effective self-regulation. Indeed, a growing
number of motivation and health researchers are concluding that effective self-regulators – those who make more
money, have more friends, are healthier and live longer – are those who rely on Type 1 processing to regulate their
behavior, not Type 2 [129–132].

Beyond the domain of motivated reasoning, classic research shows that consciously reflecting on one’s decision-
making can lead to poorer choices by focusing disproportionate attention on nonoptimal criteria [133], attenuating
memory [134], reducing attitude–behavior consistency [135], and lowering postchoice satisfaction [136]. Numerous
cognitive illusions and fallacies only occur when we make conscious, Type 2 judgments or decisions, and disappear
when we make unconscious, Type 1 judgments or decisions. For instance, people will consciously believe that they
wrote content that they did not in fact write (the illusion of authorship), yet at the same time are able to unconsciously
discriminate their own written content from that of others [71,137]. People are also prone to consciously believe that if
something happens less frequently for a period, it will happen more frequently in the future (and vice versa). This is the
so-called gambler’s fallacy, and it is specific to conscious, Type 2 processing. Unconsciously, people expect that if
something happens less (more) frequently for a period, it will continue to happen less (more) frequently in the future [138].

In the general domain of skill execution, dedicating Type 2 attentional resources to the execution of well-practiced skills
hinders performance and, in such situations, inducing cognitive load – that is, inducing Type 1 processing – improves
performance [139,140]. Moreover, there are many simple, efficient decision-making heuristics that outperform highly
complex, inefficient processing algorithms [42].

These well-established findings are applicable to a wide range of real-word scenarios, and so there is simply no
justification for the claim that Type 1 processing is worse than Type 2 processing. Rather, the good–bad dimension is
just an orthogonal processing feature.
There is none. In fact, the alignment requirement has never been tested. The reader will not find
a single statistic pertaining to the degree of correspondence between processing features. No
attempt has been made to estimate the probability of a process being intentional given that it is
conscious versus unconscious, or the probability of a process being controllable given that it is
efficient versus inefficient, and so forth. For all we know, Type 1 features (e.g., unconscious-
ness) are no likelier to occur with other Type 1 features (e.g., unintentional) than they are to
occur with Type 2 features (e.g., intentional). Likewise, it could be the case that Type 2 features
(e.g., consciousness) are no likelier to occur with other Type 2 features (e.g., intentional) than
they are to occur with Type 1 features (e.g., unintentional). The basic tenet of the Type 1/Type 2
distinction – that the attributes within each category are aligned – simply has not been
demonstrated.

What researchers have demonstrated is that processing features sometimes align as the dual-
process typology would predict [53–56]. Yet, there are also many examples of where proc-
essing features do not align as the dual-process typology would predict. Considering only the
Trends in Cognitive Sciences, Month Year, Vol. xx, No. yy 3
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Box 3. Past Critiques

Although the dual-process typology is widely accepted, it has not gone unchallenged. The earliest critiques were put
forth by Zbrodoff and Logan in 1986 [52], and by Bargh in 1989 [32]. These critiques cautioned the broader field against
adopting the then-nascent typology, since a substantial amount of evidence had already accumulated showing that
processing features do not come in two all-or-nothing packages. Note that these early critiques specifically argued
against the strong claim that processing features are perfectly aligned, but were silent on the weaker claim that
processing features are at least somewhat correlated. In 1994, Bargh expanded these early warnings into a full-fledged
analysis of processing features, which concluded that cognitive science ought to proceed under the assumption that
processing features are orthogonal unless proven otherwise [33].

These early warnings went largely unheeded. In the following decade, several influential theories emerged that endorsed
the Type 1/Type 2 distinction and made claims about the way the two categories operate [113,119,141–144]. These
dual-process theories proved wildly popular, but also attracted a handful of critics, most notably Osman [44–47],
Gigerenzer [38,42], Kruglanski [41,42], and Keren and Schul [40]. These researchers have put forth many compelling
critiques of a range of dual-process theories on empirical and conceptual grounds. One recurring theme in these
critiques is the recapitulation of the alignment problem. Like Zbrodoff and Logan [52] and Bargh [32,33], these critics
have attacked the strong claim that processing features are perfectly aligned. Keren and Shul [40], for instance,
challenged the idea that the ‘dichotomous characteristics used to define the two-system models are uniquely and
perfectly correlated’ (p. 537).

Evans and Stanovich – two long-time proponents of the Type 1/Type 2 distinction – addressed these critiques in 2013
[145]. Specifically, they acknowledged that the two categories of features are not perfectly aligned, but argued that they
are nonetheless strongly correlated. This marked a turning point towards consensus in the ongoing debate. However,
we believe that the shift from perfectly aligned to strongly correlated features does not go far enough.We standwith past
critics, and with Evans and Stanovich [145], in encouraging the field to abandon the idea of perfect alignment – we
depart, however, by encouraging the field to be agnostic about whether the features are correlated at all until there is
actual evidence one way or the other.
times when they do is a clear case of the confirmation bias at work. A falsifiable test of the dual-
process typology would estimate the direction and strength of the relationship between
processing features across a representative sample of mental phenomena. Just as a taxono-
mist would not group the physical characteristics mammary glands, hair, and middle ear bones
into the category mammal without first documenting their alignment across large samples of
animals, cognitive scientists should not group processing characteristics into categories
without first documenting their alignment across large samples of processes. Since no such
test has been conducted, the dual-process typology is purely speculative, and will remain so
until it has been vetted according to the same standards to which scientists hold all other
correlational claims. In other words, the assumption needs to be tested by generating a
representative sample of mental processes, reliably coding each one on the dimensions of
interest, and then assessing the actual correlations between these dimensions.

Demonstrating featural alignment is easier said than done. One would have to determine what
counts as a process in the first place – a notoriously slippery issue [43] – and even then, it may
turn out that psychologists have identified the operating characteristics of so few processes
that no meaningful analysis can be conducted. Moreover, one would have to specify how
strongly correlated the features ought to be if the two-types hypothesis is correct – an issue that
has yet to be broached. Some readers might consider these hurdles to be insurmountable and
conclude, therefore, that no direct evidence for the Type 1/Type 2 distinction can be provided
(see Outstanding Questions). These readers may well be correct. But an inability to support a
claim is hardly a reason for perpetuating it.

The ‘Two Types’ Bias
It is not surprising that the dual-process typology has become widely accepted despite having
no empirical support (Box 1). After all, people frequently see alignment where none exists.
4 Trends in Cognitive Sciences, Month Year, Vol. xx, No. yy
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Reducing an unmanageable number of categories, such as 16, into a dichotomy seems to
satisfy our need for knowledge and predictive power while cutting costs in terms ofmental effort
[57]. In fact, the tendency to reduce many categories (e.g., white, black, good, and bad) into
two (e.g., white–good and black–bad) is the basis of the widely used Implicit Associations Test
for racism and other social biases [58,59]. Take, for instance, the pervasive stereotype that
gender is aligned with math ability. Once this belief is acquired through socialization, it sticks
without compelling evidence to support it. Indeed, many people believe that men are better at
math than women are; when, in reality, gender is unrelated to math ability [60] and it is women
who tend to earn the higher grades in math courses [61]. In our view, the belief that processing
features are aligned reflects a similar phenomenon. The rise of the dual-process typology has
been propelled not by scientific evidence but by the human tendency to be seduced by
simplifying but baseless stereotypes.

There is another parallel between the dual-process typology and stereotypes: both are
damaging. Indeed, because processing features are assumed to be aligned, discovering that
a process has just one feature of a given type (e.g., unintentional) often leads to the conclusion,
with no further testing, that the process has other features of that type (e.g., unconscious) as
well [32–34,62,63]. Since the degree of alignment between processing features is unknown,
such conclusions are not permissible and may frequently be wrong. For instance, the first
research on implicit bias (i.e., the unintentional activation of racially biased attitudes) occurred in
1995 [64], and by 1999 researchers started referring to this phenomenon as unconscious bias
[65]. Soon enough, people around the world learned that implicit biases are unavailable to
introspection. Yet conscious awareness of implicit bias was not assessed until 2014, when it
was found that people are aware of their implicit biases after all [66].

An equally important concern is that uncritical acceptance of the Type 1/Type 2 dichotomy
biases the field against counterintuitive evidence that does not fit it. This is ‘putting the cart
before the horse’. Any process with a mixture of Type 1 and Type 2 features – that is, any
process that cannot be classified using the dual-process typology – is considered implausible a
priori. The result is that mixture phenomena are less likely to be discovered, and if they are
discovered, they are likely to be met with skepticism, and less likely to be viewed as reliable
findings [67–69].

Now for the ‘million-dollar question’: what would it take for people to stop assuming that
processing features are correlated? For>30 years critics have been urging the field to abandon
the dual-process typology for this reason: that the key processing features do not actually align
(Box 3). In 1986, Zbrodoff and Logan argued that there were no theoretical reasons to believe
that processing features co-occur, and that it would be more profitable to investigate each
feature separately [52]; a position one of us echoed in 1989 and 1994 analyses [32,33].
Recently, several more theorists have joined the chorus by arguing against the validity of the
Type 1/Type 2 distinction because there is no direct evidence for featural alignment [36,40,42–
45]. Yet, despite these converging voices, the dual-process typology has never been more
popular. This time we have decided to take a different tack.

If the uncritical acceptance of the dual-process typology is indeed akin to the human tendency
towards simplification that also underlies stereotyping, then interventions known to reduce
stereotyping may help to debias people’s assumptions about processing features. The classic
intervention is to provide strong counter-stereotypic exemplars. For instance, exposure to
femalemath professors has been shown tomake people appropriately skeptical of the idea that
gender and math ability are aligned [70]. Thus, in an effort to make our field appropriately
Trends in Cognitive Sciences, Month Year, Vol. xx, No. yy 5
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skeptical of the idea that processing features are aligned, we will provide the largest list of
counter-stereotypic exemplars ever compiled.

The list contains two sections. The first includes misalignments between processing features –

these are processes that contain mixtures of Type 1 and Type 2 features; each one a data point
against thedual-process typology.Thesecondsection reveals that thealignmentproblemapplies
not only to the categories Type 1 and Type 2, but also to the processing features that supposedly
comprise these categories. Indeed, the qualities of consciousness, efficiency, intentionality, and
controllability each contain their own set of lower-order dimensions that fail to cohere as the dual-
process typology assumes. The picture that emerges is one of a typology that not only lacks
empirical support, but also stands at odds with entire swaths of psychological phenomena.

Misalignments between Processing Features
Unconscious (T1) and Intentional (T2)
We start with phenomena that are intentional yet able to operate without conscious monitoring.
Such misalignments are common because consciousness and intentionality are affected
differently as information processing becomes more routinized [32–34,71]. Specifically, rou-
tinization can make processing less reliant on conscious attention without affecting whether it
requires an intention to be executed. A skilled typist, for example, does not need to consciously
monitor their typing, but will never start plucking away at their keys without intending to type
something in the first place [71]. Driving, typing, playing piano, andmany other skills can also be
practiced to the point that they can operate unconsciously while remaining completely inten-
tional activities.

Other intentional phenomena can operate unconsciously with no practice at all, the most
important one being language production. Humans can communicate via language despite
having practically zero awareness of the basic ingredients of language or of the rules for
combining those ingredients to create meaningful utterances [72] – yet, we only use language if
we intend to do so. From typing to driving to speaking, we can already see that the categories
Type 1 and Type 2 fail to capture much of what we do in our everyday lives.

Unconscious (T1) and Inefficient (T2)
Many unconscious processes are inefficient. One example is the process of problem solving.
Consider studies exploring how people learn to solve complex problems like the balls and
boxes puzzle. This puzzle involves a single row of five boxes, each containing one ball. The goal
is to remove all of the balls by figuring out how to open the boxes. Solving the puzzle requires
learning a rule: the rightmost box is always open; other boxes open if the box immediately to the
right contains a ball and all other boxes to the right are empty.

Performance on the balls and boxes puzzle improves after participants solve it a single time,
revealing learning of the correct rule. However, this learning can be completely unconscious;
verbal reports and recognition tests of puzzle-specific rules have revealed that participants can
learn the solution while having no conscious awareness of having done so [73–76]. According
to the dual-process typology, the process by which people learn to solve problems like the balls
and boxes puzzle, given its unconscious character, has to be efficient. But this prediction turns
out to be wrong: learning is in fact slowed down by working memory load despite being
unconscious [73,77].

In a similar vein, research has shown that people are capable of solving effortful, multistep math
problems unconsciously [78]. For instance, people can generate the correct solution to
6 Trends in Cognitive Sciences, Month Year, Vol. xx, No. yy
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‘9 � 3 � 4 =’ even when the equation is presented subliminally. This was shown in a series of
experiments in which participants identified a number more quickly if that number was the
solution to an equation that had been presented outside of conscious awareness. Yet it is well
established that math performance critically depends on working memory capacity [79]. Again,
such effortful yet unconscious problem solving is a violation of the dual-process typology.

Another type of unconscious yet inefficient process is goal pursuit [80–84]. Pursuing a goal
requires expending effort over time, often in the face of challenging obstacles. Nonetheless,
goals can be activated and then guide effortful behavior without the person’s awareness, using
the same brain regions and also consuming the same working memory capacity as when
consciously pursued [83].

In one illustrative set of experiments, the activation of an achievement goal by an external
stimulus caused participants to persist on a challenging word-finding task, even after being told
to stop. Extensive debriefings revealed no signs of awareness of the setting or activation of an
achievement goal. Moreover, a recent meta-analysis of >300 studies concluded that uncon-
scious yet effortful goal pursuit is a robust and reliable effect in the research literature [84]. This
phenomenon constitutes a major misalignment of Type 1 and Type 2 qualities – effortful
information processing operating without the person’s awareness.

Uncontrollable (T1) and Inefficient (T2)
Inefficient processes can be uncontrollable. One such process comes from the domain of moral
judgment. When one intends to resolve a moral dilemma pitting a utilitarian option (e.g., killing
one person to save many others) against a deontological option (e.g., saving one person at the
expense of many others), it is difficult to control the initial output: an inclination to pick the
deontological option [85,86]. Yet, despite its uncontrollable quality, deontological judgment can
be dramatically reduced by inducing cognitive load [87]. Thus, moral judgment can be
simultaneously uncontrollable yet inefficient: it is difficult to stop or alter the initial urge to
choose the deontological option, yet this urge requires working memory capacity.

Unintentional (T1) and Inefficient (T2)
Effortful, inefficient processes can also be unintentional. Indeed, cognitive load has been shown
to interfere with many processes that can be activated directly by external stimuli. These
processes include stereotype activation [88] (the activation of category knowledge by social
stimuli); implicit theory of mind (unintentionally representing the mental states of others) [89];
speech recognition (identifying phonemes in speech input) [90]; hedonic temptation (being
tempted by desirable stimuli, such as palatable foods) [91]; word reading (whereby words
activate their semantic meaning) [92]; negation (interpreting negative utterances, as when not
bad is understood as good) [93]; and task switching (the execution a task immediately following
the execution of a different task) [94]. Researchers have found that all of the above processes
can be activated unintentionally yet are attenuated by cognitive load.

Unintentional (T1) and Controllable (T2)
Unintentional processes can be controllable. A meta-analysis of 25 years of research con-
cluded that positive and negative evaluations are activated directly by external stimuli in the
absence of any sort of evaluation intention or task instruction [95]. However, the evaluation
itself, as positive or negative, is controlled by the person’s goal state [82,96]. For instance,
smokers who are trying to quit manifest negative automatic attitudes towards smoking
paraphernalia, as long as their nicotine cravings are sated and they are not in the need state;
but if they have not recently smoked they will unintentionally evaluate the same stimuli positively
Trends in Cognitive Sciences, Month Year, Vol. xx, No. yy 7
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[97] � their need state controls the unintended effect of the stimulus. Unintentional evaluations
are controlled by other top-down goal states as well, such as those to quench one’s thirst [96],
win a game [96], be environmentally friendly [98], socialize [99], and more [100].

A completely different class of unintentional yet controllable processes are ideomotor effects,
whereby stimulus exposure spontaneously elicits action tendencies. The classic example is the
Simon effect: while categorizing stimuli on a nonspatial dimension (e.g., color) by initiating left-
and right-hand key presses, participants respond faster when stimuli are presented at the same
relative location as the appropriate key press. For instance, if one must categorize blue stimuli
with right-hand key presses, one will respond faster when blue stimuli are presented on their
right-hand side versus their left-hand side.

This effect is activated unintentionally by stimulus exposure, yet is highly controllable. This was
demonstrated in a set of classic studies in which a Simon task was modified so that left-hand
key presses illuminated a light bulb on the participants’ right-hand side, and right-hand key
presses illuminated a light bulb on the participants’ left-hand side [101]. The stimuli were low-
and high-pitched tones emitted on the participants’ left- or right-hand side. Participants were
told to respond to low-pitched tones by performing one of two equivalent acts: (i) press the left-
hand key or (ii) illuminate the right-hand light bulb. To respond to high-pitched tones partic-
ipants had to (i) press the right-hand key or (ii) illuminate the left-hand light bulb.

Participants with key-pressing intentions displayed the typical Simon effect: faster responding
when the tone was emitted from the same relative location as the appropriate key press.
Participants with light-bulb-illuminating intentions displayed the inverse effect: faster respond-
ing when the tone was emitted from the opposite relative location as the appropriate key press.
This is because participants with light-bulb-illuminating intentions chose to think of their right-
hand key presses in terms of left-oriented effects (and their left-hand key presses in terms of
right-oriented effects). Thus, the unintentional Simon effect is controllable, capable of being
completely inverted by higher-order processing. And this mixture of unintentionality and
controllability is by no means specific to performance on the Simon task – rather, it is a feature
of ideomotor phenomena in general [102]. For example, people unintentionally mimic the
physical behaviors of others, yet they can completely stop or intensify (i.e., control) this process
to satisfy their current affiliative goals [103,104].

Uncontrollable (T1) and Intentional (T2)
The unintentional yet controllable processes of evaluation and ideomotor phenomena serve as
natural counterpoints to another set of misalignments: the uncontrollable yet intentional
processes documented by the heuristics and biases literature. Unlike evaluation and ideomotor
effects, which are activated directly by external stimuli yet have controllable outputs, these
processes are entirely dependent on internal goals yet have uncontrollable outputs. A classic
example comes from the bat-and-ball problem [105]. ‘A bat and a ball cost $1.10 in total. The
bat costs $1 more than the ball. How much does the ball cost?” People almost invariably
generate an initial answer of 10 cents, but the correct answer is 5 cents. Apparently, the
erroneous output of 10 cents is uncontrollable; no goal manipulation has been shown to cause
people to produce instead an initial answer of 9 cents, 11 cents, or anything else other than 10
cents. Nonetheless, all of the available evidence suggests that the process by which we
generate the uncontrollable error is intentional [106] – it is not initiated directly by an external
stimulus (the question itself), but by an internal goal (to answer the question, a goal activated by
the experimental task instructions). In other words, reading or hearing the bat-and-ball problem
does not elicit the 10 cents output unless one intends to solve the problem. So, unlike
8 Trends in Cognitive Sciences, Month Year, Vol. xx, No. yy
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evaluation, which has a controllable output (liking vs. disliking) and is unintentionally activated by
external stimuli, the bat-and-ball error is an uncontrollable output (10 cents) that is intentionally
produced. In other words, another misalignment.

Ironically, this mixture of intentionality and uncontrollability characterizes many of the biases
documented in Tversky and Kahneman’s classic research program, which is frequently used to
justify the classic dual-process typology. Take, for example, the availability heuristic, which
involves estimating frequency by the ease with which information comes to mind. In the classic
demonstration, individuals estimate that more words begin with the letter K than have K in the
third position (despite the fact that the reverse is true) because examples of the former more
easily come to mind [107]. This bias is difficult to control – we can hardly resist concluding that
more letters start with K than have K in the third position – but again, all of the available evidence
suggests that it only occurs in the presence of an intention to make a judgment. The process of
generating examples of the two kinds of words is not activated directly by an external stimulus,
but by an internal intention to estimate the relative frequencies of the words. Likewise for many
judgments and decisions. They exist somewhere in Type 1/Type 2 limbo, whether it is the
unintentional yet controllable way in which we judge the valence of a cigarette, or the intentional
yet uncontrollable way in which we estimate frequencies.

Misalignments Within Processing Features
In addition to the misalignments between features, there are many misalignments within
features. As one of us first noted 23 years ago [33], and as Moors and De Houwer [43] later
elaborated in fine detail, the qualities of consciousness, efficiency, intentionality, and controlla-
bility each contain their own set of lower-order dimensions. As we will see, these lower-order
dimensions frequently fail to cohere as the dual-process typology assumes. This is a major
issue for the Type 1/Type 2 distinction. The typology presupposes the existence of four
coherent dimensions, and so it immediately collapses if each of these dimensions lack internal
consistency.

Consciousness
Conscious awareness has at least three subdimensions: (i) awareness of the cause of a
process; (ii) awareness of the effect of a process on judgment or behavior; and (iii) awareness
of the cause–effect relationship [32–34]. These subdimensions are dissociable. For instance, a
recent set of high-powered studies documents a process with an unconscious cause and a
conscious effect [108]. Participants in these studies played a game of blackjack. During each
hand, participants were subliminally exposed to a gambling-related word or a neutral word,
then chose to bet or pass. The investigators found that participants were more likely to bet after
exposure to a gambling-related prime versus a neutral prime – a conscious output (choosing to
bet) with an unconscious cause (subliminally presented words). Conversely, a process can be
unconscious in the sense that the individual is unaware of the output despite being aware of the
evoking stimulus. Nonverbal expressions of racial bias, for instance, are cases of awareness of
an interaction partner’s race but not of its negative effect on one’s own mannerisms and facial
expressions during the interaction [109].

Yet another form of unconscious processing involves awareness of both the cause and effect,
but not of the cause–effect relationship. It is in this way that decision-makers have been shown
to unconsciously favor the resumes of male versus female applicants to prestigious jobs [110].
In such cases decision makers are completely aware of the evoking stimulus (the applicant’s
sex) as well as the effect (selecting the applicant to be interviewed), but are unaware that the
former caused the latter.
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Given that there are at least three dissociable ways in which a process can be unconscious, it
makes little conceptual sense to talk about consciousness as a unitary processing feature that
can co-occur with other features.

Efficiency
A similar issue applies to efficiency. Working memory contains separate stores for verbal
information and visuospatial information [111,112]. Thus, cognitive processes can be more or
less efficient with respect to different types of working memory, which means that cognitive
load can have opposite effects depending on the type of workingmemory that is occupied. This
is highly problematic for the dual-process typology; it has been argued that the best way to
determine whether a process is Type 1 or Type 2 is to determine whether it is inhibited by
cognitive load [113], but this approach will lead to completely different classifications depend-
ing on which cognitive load manipulation one uses.

On the Stroop task, for instance, loading spatial workingmemory (SWM) increases the extent to
which word reading interferes with color naming, whereas loading verbal working memory
(VWM) completely eliminates such interference [92]. Thus, a researcher who loads SWMwould
conclude that word reading is an efficient Type 1 process that is likely to be unconscious,
unintentional, and uncontrollable, whereas a researcher who loads VWM would conclude that
word reading is an inefficient Type 2 process that is likely to be conscious, intentional, and
controllable. In a completely different domain, VWM load decreases the tendency to make
utilitarian moral judgments but not deontological moral judgments, whereas SWM decreases
the tendency to make deontological moral judgments but not utilitarian moral judgments [87].
So, researchers who load SWMwould conclude that deontological moral judgment is a Type 2
process, whereas researchers who load VWM would conclude that deontological moral
judgment is a Type 1 process. Clearly, we cannot describe these or any other processes
as having more or less of some unitary efficiency feature – rather, we must describe them as
being more or less efficient with respect to different types of working memory – but again, the
oversimplified dual-process typology does not admit of such nuance.

Intentionality
There are at least two flavors of intentionality [32,33,43,114]. One, which we simply call
intentional, describes any process that is activated by a goal to perform that particular process.
Examples include hugging, singing, eating, and so forth. Alternatively, a process can be goal
dependent. Such processes are activated directly by external stimuli (so they are not purely
intentional) but only in the presence of a relevant processing goal (so they are not purely
unintentional). For instance, when a driver slams their foot on the break, they do something that
was initiated directly by an external stimulus, like a stop sign or brake lights. However, this
process is dependent on having a goal to drive safely in the first place. If that same person were
exposed to the same stimulus while walking down the street or attempting to cause a massive
car wreck, the seemingly unintentional process would not occur. This is unlike purely uninten-
tional processes such as evaluation, stereotyping, and word reading, which do not require a
processing goal, as well as purely intentional processes such as hugging, singing, and eating,
which cannot be activated directly by external stimuli. This in-between form of intentionality is
simply a square peg that does not fit into the round hole of the ‘two types framework.

Controllability
Controllability as a feature lacks internal coherence as well. Processes can be controllable in
very different ways: in the sense that they can be stopped after being triggered [115], and in the
sense that their output can be modulated or altered [43]. For example, evaluations can be
10 Trends in Cognitive Sciences, Month Year, Vol. xx, No. yy
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Outstanding Questions
Are there any systematic relationships
between processing features?

Can the dual-process typology be
tested?

What should replace the dual-process
typology as a model of the human
mind?

How can we as a field convey to policy
makers that there are many types of
mental processes, and that one is not
always better than the other?
altered but not stopped – that is, we cannot stop a stimulus from producing an evaluative
response, but we can control whether the evaluation it produces is positive or negative
[96,116]. Other processes can be stopped but not altered. Mimicry, for instance, can be
attenuated by one’s current goals [103,104], but the output of the mimicry process – for
instance, whether the mimicker taps her foot or touches her face – is controlled exclusively by
the stimulus. Thus, the broader concept of controllability is not a meaningful dimension on
which to categorize mental processes; we must instead ask, as with awareness, intentionality,
and efficiency, what precise type or form of the quality is at issue.

Concluding Remarks
We suspect that the response of many researchers when they hear ‘there are not two types of
processes’will be to dismiss the claim out of hand. ‘Of course there are two types of processes.
There are unconscious automatic ones, and there are conscious deliberate ones.’However, we
are asking the reader to check their work before accepting the intuitive answer.

Consider this analogy: we say that there are two types of cars, convertibles and hard-tops. No
debate there. But nowwe say: there are two types of cars, automatic andmanual transmission.
Yes, those are certainly two different types of cars. And still further: there are two types of cars,
gasoline and electric motors. Or: foreign and domestic. The point is that all of these are different
types of cars. But we all know that there are not just two types of cars overall: convertibles that
all have manual transmission, gasoline engines, and are manufactured overseas; and hard-
tops that all have automatic transmission, electric engines, and aremade in our own country. All
around us we see counterexamples, automobiles that are some other combination of these
basic features.

So, the issue is not whether mental processes differ on various dimensions – they certainly do.
The issue, we argue, is that the degree of alignment between the various dimensions has not
been tested. Furthermore, as outlined above, entire swaths of psychological phenomena are
characterized by misalignments of these dimensions. Perhaps more troubling, the underlying
dimensions themselves lack internal consistency – a problem that, if irremediable, is absolutely
fatal to the dual-process typology.

It is time that we as a field come to terms with these issues. With institutions like theWorld Bank
and Institute of Medicine now endorsing our highly speculative and frequently misleading
typology, we cannot afford to wait. Luckily, the solution is straightforward: researchers should
rigorously explore each feature of a given process one by one, without making assumptions or
drawing conclusions about other features that are not being studied. For too long the dual-
process typology has obscured the rich diversity of the human mind. Let us embrace that
diversity instead.
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